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Abstract. In the countries with high car prices, the used car market attracts a lot of attention. Accurate
determination of vehicle prices on behalf of the buyer and seller is important in terms of selling the vehicle in a
shorter time and therefore keeping the market alive. However, there are difficulties in determining the right price
due to the rapid change of the market. In order to prevent this problem, the idea of an artificial intelligence-
supported price estimation mechanism has emerged, which has not been so wide used, especially in the used car
industry. This system, which is the main subject of this study, creates an optimal decision support structure for
both vehicle buyer and vehicle dealer. In order to keep the changing prices up-to-date, it is important that the
current information is automatically drawn from online car sales sites. For this purpose, web scraping technique,
especially Beautiful Soup and Selenium libraries were used in our study. 100,000 vehicle data were excavated
during the training. There are 12 attributes in each data. Several algorithms, such as Linear Regression, Ridge,
Lasso, Elastic Net, KNN, Random Forest, XGBoost and Gradient Boosting Machine were used. As a result
of optimization processes, the best model is chosen for each vehicle type. According to the chosen best model
results, Gradient Boosting Machine - 19, Extreme Gradient Boosting (XGBoost) - 11, Random Forest - 7, Ridge
- 5, Lasso - 2 and Elastic Net - 1 have performed as the best models.
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1 Introduction

The used car market attracts a lot of attention in the countries with high car prices. It is
important to determine the optimal prices for buyers and sellers. The inexperienced sellers
often cannot determine the ideal price for their vehicles. For this reason, sellers have to spend
the most of their time researching the used car industry in order to avoid harm. The same process
also happens for people who want to buy a car. The buyer, who wants to get the desired vehicle
features at the optimum price, makes an intense market analysis. Due to volatile in the sector,
the buyer or seller may remain unstable as a result of this intensive work. The development of
an artificial intelligence supported prediction mechanism can solve these problems. Especially
non-experts can determine the optimum price using this estimation model. This structure can
also work as a decision support mechanism for experts. Machine learning models are widely
used as predictive mechanisms. However, a lot of data is required in order for machine learning
models to work effectively. This data is more than enough on online car sales sites. This data
must be obtained from these sites. The manual operation of this process is unrealistic in terms of
workload. For this reason, web scraping methods can be used that enable automatic extraction
of data from websites.
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The data used were obtained by web scraping techniques in this work. The Beautiful Soup
and Selenium libraries were used in this process. First of all, the data obtained were edited and
converted into training and test data. After that, trainings were carried out using models such
as Linear Regression, Ridge, Lasso, Elastic Net, KNN, Random Forest, XGBoost and Gradient
Boosting Machine. The whole data set is classified according to vehicle brands. The special
training models have been created for each brand.

The rest of the article is as follows. An information about used web scraping techniques,
data preparation techniques, and prediction models are given in chapter 2. Training results
and comments are given in chapter 3. Finally the last chapter, includes conclusion and general
evaluation of the work.

2 Material and Method

2.1 Web Scraping

There are developments in artificial intelligence technologies owing to the hardware strengthening
of computers. The amount of data required for artificial intelligence is increasing day by day.
The Internet is the largest resource used to access this data. It is necessary to obtain this data
quickly, structurally and systematically. However, it is a very costly process to handle these
works with manpower. For this reason, web scraping techniques are used to overcome these
problems.

The web scraping is basically obtaining information autonomously using software from the
internet (Figure 1). The libraries are used for web scraping such as Storm Crawler, Jauntium,
Jaunt, Scrapy, Norconex, Apify, Colly, Selenium, Beautiful Soup and Grablab. Selenium and
Beautiful Soup libraries were used in this work.
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data

Figure 1: Web scraping process in general

Although the Selenium library is slower, it is very useful on websites have a static URL. On the
other hand, although the Beautiful Soup library is quite fast, it is inadequate in websites with
embedded page structures

Selenium is a library that can perform automatic web browsing through the web driver
(Chaulagain et al., 2017)). The HTML and CSS codes of the page are accessed as a result of the
mechanical processes performed. Web scraping takes place as a result of manipulating them.
Then, the data obtained is cleaned and made structural. The Selenium library is also used for
testing operations (Gojare et al., [2015). All elements on the page can be manipulated with the
functions to be written in these languages. Selenium converts these written request functions
into Json Wire Protocol commands and sends them to the web drive of that browser, which
browser is desired. After this point, the operations take place between the web driver and the
browser (Figure 2).
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Figure 2: Web scraping Process with Selenium (Sadiq, [2020)

Another library used in our work is the Beautiful Soup (Hajbal [2018)). This library is
generally used to analyze HTML and XML structures. Unlike the Selenium library, it does not
need any web driver structure. It reads the source codes of the target site and parses those
source codes. Thus, it provides data to be obtained very quickly compared to the Selenium
library. In our work, it took only 2 hours when the Beautiful Soup library was used, although
it took 18 hours while using the Selenium library. The computations were carried out on Intel
i7, 8 GB RAM, 256 GB SSD laptop.

2.2 Data Preprocessing

After the web scraping process, the data pre-processing phase is performed. Firstly, it is checked
whether there is a deficiency in the attributes of the data at this stage. In our work, these missing
data are removed from the system since the identified deficiency is very low compared to the
total data (24 missing data).

In the second stage, string type numbers are determined and converted to integer type such
as price and kilometer. After this process, outlier observations are cleared in the structure.
The biggest source of these outlier observations is erroneous entries originating from the user
(e.g. entering 300 in kilometers instead of 300.000) and the vehicles that the sellers put on the
advertisement much higher than the market price (e.g. determining the price of the vehicle with
50.000 TL market price as 150.000 TL). After these outlier observations are removed from the
structure, the data becomes ready for training.

2.3 Linear Regression

The Linear Regression model is a machine learning model used to predict a numerical dependent
variable according to independent variables (Mekparyup et al., 2014):

Ypred = BO + 61X1 + B2X2 + ...+ 5an (1)

where, ypreq is the regression prediction value, £y is the regression constant, and §;,¢ = 1,..,n,
are independent variables’ coefficients.

In this work the Multiple Linear Regression model was used because there were more than
one independent variables. Ridge, Lasso and Elastic Net models, which are derivatives of Linear
Regression, were also used in this study. While the L2 regularization is performed in Ridge
Regression model, the L1 regularization is performed in Lasso Regression model.
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2.4 K-Nearest Neighbors

Although the K-nearest Neighbors algorithm (KNN) is generally used in classification problems,
it also gives very good results in regression problems (Guo et al., 2003). The KNN algorithm
is an algorithm that estimates the result of the testing data using relevant values of the nearest
k neighbors according to all sample data. Different methods can be used to calculate these
distances:

Euclidean
(2)
Manhattan i
> Jai — il (3)
i=1
Minkowski
k
O (i — wl) )M (4)
i=1

Although the KNN algorithm creates a very effective machine learning model especially
against noise containing data, recalculating distances in each test case can pose problems for
big data.

2.5 Random Forest

The Random Forest model can be used for both regression and classification problems. This
model is based on the decision tree model (Breiman, 2001). One of the biggest problems of
decision trees is overfitting problem. Random Forest gives a solution to this problem against
simple decision tree model. Random Forest method is formed by random combination of different
decision trees. Each tree has different degrees of weights in the model. Out-Of-Bag (OOB) error
rate determination approach is used to determine the weights. The data set is divided into 2/3
of the training and 1/3 of the test sets in this method. The tree with the lowest error will have
the highest weight, while the tree with the highest error will have the lowest weight. When
forming the decision tree, the homogeneity of the classes in the nodes is very important. For
this reason, some methods are used to make the most appropriate classification. The Gini Index
method provides the best classification by ensuring the homogeneity of the classes (Menze et
al., 2009).

Gini(D) =1 — Z p? (5)

where p;,j = 1,..,n, is the ratio of the count of the 4% class data to the total data, Gini(D)
is the amount of information. The value of Gini index determined the homogeneity of the
dataset. While the high Gini(D) value indicates that the class has a homogeneous structure,
the decreasing in this value means that the homogeneity of the classes is impaired. A model
is created by determining the tree structure according to the attributes giving the maximum
descent of Gini index after splitting for each decision node.

2.6 Gradient Boosting Machine

The predictors in boosting operations are not made independently, as in the Random Forest
model. Boosting is an iterative technique so the estimated value at each step is based on the
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errors of the prediction made before it. For this reason, in the recent step, estimations closer to
the real values are made as follows (Friedman, [2001):

Ynred = Ypred = @~ 2+ > (Ui = Ypred.i) (6)

where y]’md is a new predicted value, y; is the real value, ypreq; is the previous predicted value,
and a is the learning rate parameter. Assuming that the mean error squares (MSE) method is
used to determine the error values in the estimates made, equation @ is obtained to update
the new predictions. According to this equation, when the total value of the residuals is very
close to 0 or equal to 0, the updates to the model will not be made.

2.7 XGBoost (Extreme Gradient Boosting)

Although Extreme Gradient Boosting model is based on the Gradient Boosting Machine (GBM)
algorithm, it has serious differences according to this algorithm. Omne of these differences is
parallelization. While estimating the classical GBM model, a tree is created for the current
estimation. After the estimation is completed, the error rate is determined. According to this
determined error, a tree is created again for the new prediction. However, while creating a tree in
the XGBoost model, the branches of the attributes can be performed simultaneously according
to different conditions. Thanks to this structure, parallel operations can be performed for the
values of the same attribute in different situations that will produce independent results. For
this reason, XGBoost has a faster model (Chen & Guestrin, [2016). In addition, it can produce
solutions for big data with Out-Of-Core optimization and the model tries to prevent overfitting
by regularizing it.

3 Training Results

In our work, the data were taken from online car sales sites. Intel i7, 8 GB RAM, 256 GB
SSD laptop was used in the processing. It took only 2 hours when the Beautiful Soup library
was used, although it took 18 hours while using the Selenium library. All the machine learning
models mentioned above were trained on the available data and hyper-parameter optimizations
were also performed in these models. Root Mean-Square Error (RMSE) obtained using equation
and Mean Absolute Error (MAE) obtained using equation (8) were used in order to compare
these results with each other (Chai & Draxler, 2014)).

1 m
RMSE = | — (i = Ypred)? (7)
=1
1 m
MAFE = E Z ‘yz - ypred,i| (8)
i=1

The results for each vehicle class and for each method are given in Table 1 and Table 2.
Abbreviations used indicate the following meanings in Table 2:
- learning rate = Learning rate value selected for GBM model,
- max_depth =Maximum depth value selected for GBM model,
n_estimators = Number of decision trees to be established in GBM model,
subsample = Proportion of samples to be used for individual estimators,
adj = Adjusted parameter values,
- def = Default parameter values.
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The RMSE values of all machine learning models are available in Table 1. The model with
the lowest error is chosen as our main training model by making a comparison. There is also
Mean Absolute Error (MAE) of the model with the lowest error in the column “MAE of best
model”. If necessary, the data processing steps can be renewed and retrained by comparing
the RMSE and MAE values of the selected model. In addition, the hyper-parameter values
determined as a result of optimization of the most selected model (GBM) are given in Table
2. Thanks to this table, second degree hyper-parameter optimizations can be performed more
easily.

When the results are analyzed, it can be seen which model is selected how many times as
the best prediction model:

e Gradient Boosting Machine (GBM): 19

Extreme Gradient Boosting (XGBoost): 11

Random Forest: 7

Ridge: 5

Lasso: 2

Elastic Net: 1

4 Conclusion

The Gradient Boosting Machine model was chosen as the best model in 19 different vehicle
brands. As a result of the training, other models also were chosen as the best models such as
XGBoost (11), Random Forest (7), Ridge (5), Lasso (2) and Elastic Net (1). According to the
results, it is seen that the Gradient Boosting Machine model provides an obvious advantage over
other models especially with the XGBoost model (30/45).

Another conclusion that can be achieved is that it is better to use many models collectively,
rather than using a single model, especially in non-homogeneous data structures. In our work,
it was observed that each vehicle brand had its own data distribution. Therefore, the model
that provides maximum accuracy was chosen for each vehicle brand.
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